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Maximum Flow and Minimum-Cost Flow in Almost-Linear Time

The seminar will be based on the paper [3]. Before the first talk, every participant should watch the
talk by Rasmus Kyng available here: https://www.youtube.com/watch?v=87mhWeEjiec. Moreover, every
participant should have read the introduction (Section 1) of [3].

Section 2 of [3] provides an overview of the algorithm and Section 3 contains some preliminaries. Par-
ticipants should read and present material from these sections whenever this is helpful for explaining or
motivating the content of their assigned section.

Topic 1 provides a proof of Informal Theorem 1.4 from [3], Topics 2 and 3 provide a proof of Informal
Theorem 1.6 from [3], and Topics 4 – 8 provide a proof of Informal Theorem 1.5 from [3].

1 Potential Reduction Interior Point Method (1 talk)
Sections 2.1 and 4.1–4.2 of [3].

2 Expander Decompositions (1 talk)
Appendix B.2 of [3] and [6].
The following talk about [6] might also be helpful: https://www.youtube.com/watch?v=Q8hxG11zVdc

3 Decremental Spanners with Embedding
See Section 2.7 from [3].

3a The Algorithm (1 talk)
Theorem 5.1 and Section 5.1 from [3].

3b Implementing the Sparsification procedure (1 talk)
Section 5.2 from [3], including the proof of Theorem (Section 3.2 from [4]).

4 Low Strech Spanning Trees (1 talk)
Theorem 3.2 from [3] and its proof in [1].
See also “Warm-Up: A Simple, Static Algorithm” in Section 2.2.

5 Link-Cut Trees (1 talk)
Lemma 3.3 and Lemma B.8 from [3] and their proofs from [5].
See also Chapter 5 of [7].

6 Data Structure Chain (1 talk)
Sections 2.2 – 2.3 and Section 6 from [3].
See also Appendix B.3 and B.4 from [3] for more details.
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7 Routing and Cycle Quality Bounds (2 talks)
Sections 2.4–2.5 and 7 from [3].

8 Rebuilding Data Structure Levels (1 talk)
Sections 2.6 and 8 from [3].

9 The Overall Algorithm (1 talk)
Section 9 from [3] and Section 4.3 (including the proofs of Lemma 4.11 and 4.12, which can be found
in [2] and Appendix B.1 from [3]).
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