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Abstract. We consider the s-t-path TSP: given a finite metric space
with two elements s and t, we look for a path from s to t that con-
tains all the elements and has minimum total distance. We improve the
approximation ratio for this problem from 1.599 to 1.566. Like previous
algorithms, we solve the natural LP relaxation and represent an opti-
mum solution x∗ as a convex combination of spanning trees. Gao showed
that there exists a spanning tree in the support of x∗ that has only one
edge in each narrow cut (i.e., each cut C with x∗(C) < 2). Our main
theorem says that the spanning trees in the convex combination can be
chosen such that many of them are such “Gao trees” simultaneously at
all sufficiently narrow cuts.

1 Introduction

The traveling salesman problem (TSP) is one of the best-known NP-hard prob-
lems in combinatorial optimization. In this paper, we consider the s-t-path vari-
ant: given a finite metric space (V, c) and two elements s, t ∈ V , the goal is to
find a sequence v1, . . . , vn containing every element exactly once and with v1 = s
and vn = t, minimizing

∑n−1
i=1 c(vi, vi+1). For s = t, this is the well-known metric

TSP; but in this paper we assume s �= t.
The classical algorithm by Christofides (1976) computes a minimum-cost

spanning tree (V, S) and then does parity correction by adding a minimum-cost
matching on the vertices whose degree in S has the wrong parity.

While Christofides’ algorithm is still the best known approximation algorithm
for metric TSP (with ratio 3

2 ), there have recently been improvements for special
cases and variants (see e.g. Vygen’s 2012 survey), including the s-t-path TSP.

1.1 Previous Work

For the s-t-path TSP, Christofides’ algorithm has only an approximation ratio
of 5

3 as shown by Hoogeveen (1991). An, Kleinberg and Shmoys (2015) were the
first to improve on this and obtained an approximation ratio of 1+

√
5

2 ≈ 1.618.

This work was done during the trimester program on combinatorial optimization at
the Hausdorff Institute for Mathematics in Bonn.
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They first solve the natural LP relaxation and represent an optimum solution
x∗ as a convex combination of spanning trees. This idea, first proposed by Held
and Karp (1970), was exploited earlier for different TSP variants by Asadpour
et al. (2010) and Oveis Gharan et al. (2011). Given this convex combination, An,
Kleinberg and Shmoys (2015) do parity correction for each of the contributing
trees and output the best of these solutions. Sebő (2013) improved the analysis of
this best-of-many Christofides algorithm and obtained the approximation ratio
8
5 . Gao (2015) gave a unified analysis. Vygen (2015) suggested to “reassemble”
the trees: starting with an arbitrary convex combination of spanning trees, he
computed a different one, still representing x∗, that avoids certain bad local
configurations. This led to the slightly better approximation ratio of 1.599.

In this paper, we will reassemble the trees more systematically to obtain a con-
vex combination with strong global properties. This will enable us to control the
cost of parity correction much better, leading to an approximation ratio of 1.566.

This also proves an upper bound of 1.566 on the integrality ratio of the
natural LP. The only known lower bound is 1.5. Sebő and Vygen (2014) proved
that the integrality ratio is indeed 1.5 for the graph s-t-path TSP, i.e., the
special case of graph metrics (where c(v, w) is the distance from v to w in a
given unweighted graph on vertex set V ). Gao (2013) gave a simpler proof of
this result, which inspired our work: see Sect. 1.4.

1.2 Notation and Preliminaries

Throughout this paper, (V, c) is the given metric space, n := |V |, and E denotes
the set of edges of the complete graph on V . For any U ⊆ V we write E[U ] for
the set of edges with both endpoints in U and δ(U) for the set of edges with
exactly one endpoint in U ; moreover, δ(v) := δ({v}) for v ∈ V . If F ⊆ E and
U ⊆ V , we denote by (V, F )[U ] the subgraph (U,F ∩E[U ]) of (V, F ) induced by
U . For x ∈ R

E
≥0 we write c(x) :=

∑
e={v,w}∈E c(v, w)xe and x(F ) :=

∑
e∈F xe

for F ⊆ E. Furthermore, χF ∈ {0, 1}E denotes the characteristic vector of a
subset F ⊆ E, and c(F ) := c(χF ) the cost of F . For F ⊂ E and f ∈ E, we write
F + f and F − f for F ∪ {f} and F\{f}, respectively.

For T ⊆ V with |T | even, a T -join is a set J ⊆ E for which |δ(v) ∩ J | is odd
if and only if v ∈ T . Edmonds (1965) proved that a minimum cost T -join can
be computed in polynomial time. Moreover, the minimum cost of a T -join is the
minimum over c(y) for y in the T -join polyhedron {y ∈ R

E
≥0 : y(δ(U)) ≥ 1 ∀U ⊂

V with |U ∩ T | odd} as proved by Edmonds and Johnson (1973).
To obtain a solution for the s-t-path TSP, it is sufficient to compute a con-

nected multigraph with vertex set V in which exactly s and t have odd degree.
We call such a graph an {s, t}-tour. As an {s, t}-tour contains an Eulerian walk
from s to t, we can obtain a Hamiltonian s-t-path (i.e. an s-t-path with vertex set
V ) by traversing the Eulerian walk and shortcutting when the walk encounters
a vertex that has been visited already. Since c is a metric, it obeys the triangle
inequality. Thus, the resulting path is not more expensive than the {s, t}-tour.

By S we denote the set of edge sets of spanning trees in (V,E). For S ∈ S,
TS denotes the set of vertices whose degree has the wrong parity in (V, S), i.e.,
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even for s or t and odd for v ∈ V \{s, t}. Christofides’ algorithm computes an
S ∈ S with minimum c(S) and adds a TS-join J with minimum c(J); this yields
an {s, t}-tour.

1.3 Best-of-Many Christofides

Like An, Kleinberg and Shmoys (2015), we begin by solving the natural LP
relaxation:

min c(x)
subject to x(δ(U)) ≥ 2 (∅ �= U ⊂ V, |U ∩ {s, t}| even)

x(δ(U)) ≥ 1 (∅ �= U ⊂ V, |U ∩ {s, t}| odd)
x(δ(v)) = 2 (v ∈ V \{s, t})
x(δ(v)) = 1 (v ∈ {s, t})

xe ≥ 0 (e ∈ E)

(1)

whose integral solutions are precisely the incidence vectors of the edge sets of the
Hamiltonian s-t-paths in (V,E). This LP can be solved in polynomial time (either
by the ellipsoid method Grötschel et al. (1981) or an extended formulation).
Let x∗ be an optimum basic solution; then x∗ has at most 2n − 3 positive
variables (Goemans 2006). Moreover, x∗ (in fact, every feasible solution) satisfies
x∗(E) = n − 1 and x∗(E[U ]) ≤ |U | − 1 for all ∅ �= U ⊂ V . Therefore x∗ can be
written as convex combination of spanning trees, i.e. as x∗ =

∑
S∈S pSχS , where

p is a distribution on S, i.e., pS ≥ 0 for all S ∈ S and
∑

S∈S pS = 1.
As x∗ has at most 2n − 3 positive variables, we can assume that pS > 0 for

at most 2n− 2 spanning trees (V, S) by Carathéodory’s theorem. Such spanning
trees and numbers pS can be computed in polynomial time, using either the
ellipsoid method or the splitting-off technique (cf. Genova and Williamson 2015).

The best-of-many Christofides algorithm does the following. Compute an
optimum solution x∗ for (1) and obtain a distribution p with x∗ =

∑
S∈S pSχS

as above. For each tree (V, S) with pS > 0, compute a minimum weight TS-join
JS . Then, the multigraph (V, S

.∪ JS) is an {s, t}-tour. Output the best of these.
We will fix x∗ henceforth. An important concept in An, Kleinberg and Shmoys

(2015) and the subsequent works are the so-called narrow cuts, i.e., the cuts
C = δ(U) with ∅ �= U ⊂ V and x∗(C) < 2. We denote by C the set of all narrow
cuts. We are going to exploit their structure as well.

Lemma 1 (An, Kleinberg and Shmoys 2015). The narrow cuts form a
chain: there are sets {s} = U0 ⊂ U1 ⊂ · · · ⊂ U�−1 ⊂ U� = V \{t} so that
C = {δ(Ui) : i = 0, . . . , �}. These sets can be computed in polynomial time.

We number the narrow cuts C = {C0, C1 . . . , C�} with Ci = δ(Ui) (i = 0, . . . , �).

1.4 Gao Trees

Our work was inspired by the following idea of Gao (2013):
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Theorem 1 (Gao 2013). There exists a spanning tree S ∈ S with x∗
e > 0 for

all e ∈ S and |C ∩ S| = 1 for all C ∈ C.
In fact, Gao (2013) showed this for any vector x ∈ R

E
≥0 with x(δ(U)) ≥ 1 for

all ∅ �= U ⊂ V and x(δ(U)) ≥ 2 for all ∅ �= U ⊂ V with |U ∩ {s, t}| even. For
graph s-t-path TSP, one uses only variables corresponding to edges of the given
graph. Then every spanning tree has cost n−1. The approximation guarantee of
3
2 then follows from the fact that for a tree (V, S) with |S ∩C| = 1 for all C ∈ C,
the vector 1

2x∗ is in the TS-join polyhedron. But, as shown by Gao (2015), for
the general s-t-path TSP there may be no tree as in Theorem 1 whose cost is
bounded by the LP value.

Let us call a tree S ∈ S a local Gao tree at C if |C ∩ S| = 1. We call S a
global Gao tree if it is a local Gao tree at every narrow cut.

An, Kleinberg and Shmoys (2015) and Sebő (2013) observed that for every
distribution p with x∗ =

∑
S∈S pSχS and every narrow cut C ∈ C, at least a

2− x∗(C) fraction of the trees will be local Gao trees at C. However, in general
none of these trees will be a global Gao tree.

1.5 Our Contribution

Our main contribution is a new structural result: Starting from an arbitrary dis-
tribution of trees representing x∗, we can compute a new distribution in which
a sufficient number of trees are local Gao trees simultaneously for all sufficiently
narrow cuts. For example, if x∗(C) = 3

2 for all C ∈ C, at least half of our new
distribution will be made of global Gao trees. Here is our main structure theorem:

Theorem 2. For every feasible solution x∗ of (1), there are S1, . . . , Sr ∈ S and
p1, . . . , pr > 0 with

∑r
j=1 pj = 1 such that x∗ =

∑r
j=1 pjχ

Sj and for every C ∈ C
there exists a k ∈ {1, . . . , r} with

∑k
j=1 pj ≥ 2 − x∗(C) and |C ∩ Sj | = 1 for all

j = 1, . . . , k.

Note that this result immediately implies Theorem 1, simply by taking S1.
In the next section we will prove Theorem 2. In Sect. 3 we show how to obtain

such a distribution in polynomial time. Finally, in Sect. 4, we explain how this
leads to an improved approximation guarantee of the best-of-many Christofides
algorithm.

The intuition is as follows. For each tree S in our list, we find a vector yS in
the TS-join polyhedron and use it to bound the cost of parity correction. We aim
to bound the average cost of these vectors by an as small as possible multiple of
c(x∗). Following Sebő (2013), we design yS as follows. If S = IS

.∪ JS , where IS

is the s-t-path in S ∈ S, then χJS is in the TS-join polyhedron. Moreover, 1
2x∗

satisfies all constraints of the TS-join polyhedron except those of narrow cuts C
with |S ∩ C| even. We choose yS as a convex combination of χJS and 1

2x∗ but
need to add a correction term for even narrow cuts. For this we can use some
edges in IS′ , possibly of a different tree S′. The s-t-paths of the early trees in
our list, which are global Gao trees and thus do not need correction at narrow
cuts, can thus help pay for the late trees.
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2 Proof of the Structure Theorem

We will start with an arbitrary convex combination x∗ =
∑

S∈S pSχS where the
pS (S ∈ S) are rational. If r is a common denominator, then we can take rpS

copies of S and write x∗ = 1
r

∑r
j=1 χSj .

Starting from this list S1, . . . , Sr ∈ S, we will successively exchange a pair of
edges in two of the trees. We will first satisfy the properties for the first tree S1,
then for S2, and so on. For each Sj , we will work on the narrow cuts C1, . . . , C�−1

in this order; note that |C0 ∩Sj | = |C� ∩Sj | = 1 always holds for all j = 1, . . . , r
due to x∗(δ(s)) = x∗(δ(t)) = 1. In the following we write

θi := r(2 − x∗(Ci))�

for i = 0, . . . , �. Note that θ0 = r ≥ θi for all i = 1, . . . , � because x∗(Ci) ≥ 1 =
x∗(C0) = x∗(δ(s)). Our goal is to obtain |Sj ∩ Ci| = 1 whenever j ≤ θi.

Note that |Sj ∩ Ci| = 1 implies that (V, Sj)[Ui] is connected, and we will
first obtain this weaker property by Lemma6, before obtaining |Sj ∩ Ci| = 1 by
Lemma 7.

We need a few preparations. Throughout this section, we use indices g, h, i, i′

for cuts and j, j′, k for trees. We first observe that a sufficient number of trees is
connected in every section between two narrow cuts.

Lemma 2. Let S1, . . . , Sr ∈ S such that x∗ = 1
r

∑r
j′=1 χSj′ . Let 0 ≤ h < i ≤ �

and 1 ≤ j ≤ r with j ≤ θh and j ≤ θi. Let M = Ui\Uh or M = Ui. Then there
exists an index k ≥ j such that (V, Sk)[M ] is connected.

Proof. Assume the above is not true. Then |E[M ]∩Sj′ | ≤ |M |−1 for all j′ < j,
and |E[M ] ∩ Sj′ | ≤ |M | − 2 for j′ ≥ j. Therefore,

x∗(E[M ]) = 1
r

r∑

j′=1

|E[M ] ∩ Sj′ |

≤ 1
r

(
(j − 1)(|M | − 1) + (r − j + 1)(|M | − 2)

)
= |M | − 2 + j−1

r .

On the other hand, x∗(E[M ]) = 1
2

(∑
v∈M x∗(δ(v)) − x∗(δ(M))

)
.

If M = Ui\Uh, we therefore have x∗(E[M ]) = |M | − 1
2 (x

∗(Ch) + x∗(Ci)) +
x∗(Ch ∩ Ci) ≥ |M | − 1

2 (x
∗(Ch) + x∗(Ci)).

If M = Ui, we have x∗(E[M ]) = |M | − 1
2 − 1

2x∗(Ci) = |M | − 1
2 (1 + x∗(Ci)).

Now, j ≤ θh and j ≤ θi implies 1 ≤ x∗(Ch) < 2− j−1
r and x∗(Ci) < 2− j−1

r .
Thus, in both cases,

x∗(E[M ]) > |M | − 1
2 (2 − j−1

r + 2 − j−1
r ) = |M | − 2 + j−1

r ,

a contradiction. ��
Next, a similar argument shows that, for any pair of narrow cuts, sufficiently

many trees have no edge in their intersection:
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Lemma 3. Let S1, . . . , Sr ∈ S such that x∗ = 1
r

∑r
j′=1 χSj′ . Let 0 ≤ h < i ≤ �

and 1 ≤ j ≤ r with j ≤ θh and j ≤ θi. Then there exists an index k ≥ j such
that Sk ∩ Ch ∩ Ci = ∅.
Proof. Using x∗(Ci′) < 2− j−1

r for i′ ∈ {h, i} and x∗(δ(U)) ≥ 2 for |U ∩ {s, t}|
even, we obtain

x∗(Ch ∩ Ci) = 1
2

(
x∗(Ch) + x∗(Ci) − x∗(δ(Ui\Uh))

)
< 2 − j−1

r − 1 = r−j+1
r .

Therefore, 1
r

∑r
j′=1 |Sj′ ∩ Ch ∩ Ci| = x∗(Ch ∩ Ci) < r−j+1

r , i.e. at most r − j
trees can contain an edge in Ch ∩ Ci. ��

Finally, as mentioned already in Sect. 1.4, many trees are local Gao trees at
a narrow cut:

Lemma 4. Let S1, . . . , Sr ∈ S such that x∗ = 1
r

∑r
j′=1 χSj′ . Let 1 ≤ i ≤ � − 1

and j ≤ θi with |Ci∩Sj | ≥ 2. Then there exists an index k > θi with |Ci∩Sk| = 1.

Proof. Suppose there exists no such k. Then we get rx∗(Ci) =
∑r

j′=1 |Ci∩Sj′ | ≥
(r − θi +1)2+ θi − 1 = 2r − r(2− x∗(Ci))�+1 > 2r − r(2− x∗(Ci)) = rx∗(Ci),
which is a contradiction. ��

Now we proceed to the main components of the proof of Theorem 2. Recall
that, in order to obtain |Sj ∩ Ci| = 1, we plan to first get the weaker condition
that (V, Sj)[Ui] is connected. While it is not, we exchange a pair of edges with a
later tree. We split the proof into two parts, beginning with the following lemma:

Lemma 5. Let 1 ≤ i ≤ � − 1 and M ⊆ Ui and Sj , Sk ∈ S such that (V, Sj)[M ]
is disconnected and (V, Sk)[M ] is connected and |Sj ∩ δ(Ui\M)| ≤ 1. Then there
exist edges e ∈ Sj and f ∈ Sk such that Sj − e + f ∈ S and Sk + e − f ∈ S and
e /∈ E[Ui] and f ∈ E[M ].

Proof. Let A1, . . . , Aq be the vertex sets of the connected components of
(V, Sj)[M ]; note that q ≥ 2 (For illustrations, see Fig. 1).

Let F := Sk ∩ ⋃q
p=1(δ(Ap)\δ(M)) be the set of edges of Sk between the sets

A1, . . . , Aq. Note that F ⊆ E[M ]. For p = 1, . . . , q let Bp be the set of vertices
reachable from Ap in (V, Sk\F ). Trivially, Ap ⊆ Bp for all p, and {B1, . . . , Bq}
is a partition of V because (V, Sk)[M ] is connected and (V, Sk) is a tree.

Let Y be the union of the edge sets of the unique v-w-paths in Sj for all
v, w ∈ M . Note that Y ⊆ E[V \(Ui \ M)] because |Sj ∩ δ(Ui\M)| ≤ 1.

Claim: There exists an index p ∈ {1, . . . , q} and an edge e ∈ Y ∩ δ(Bp) such
that for every p′ ∈ {1, . . . , q}\{p} and v′ ∈ Ap′ , v′′ ∈ Ap, the v′-v′′-path in Sj

contains e.
To prove the Claim, observe that (V, Y ) consists of a tree and possibly isolated

vertices. Choose an arbitrary root z in this tree and take an edge e ∈ Y ∩⋃q
p′=1 δ(Bp′) with maximum distance from z.



132 C. Gottschalk and J. Vygen
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A1

A2
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B1

B2

Bq

F

Y

e

Fig. 1. Edges of tree Sj are
green/thin, edges of Sk are
red/bold. Note that e could belong
to Ci (but not to δ(Ui\M)). (Color
figure online)

Let D := {v ∈ V : v is reachable
from z in (V, Y )but not in (V, Y −e)}. We will
show that D ∩ M = Ap for some p ∈
{1, . . . , q}. This will immediately imply that
p and e satisfy the properties of the Claim.

As e ∈ Y , there are v, w ∈ M such that
the v-w-path in Sj contains e. Then exactly
one of these two vertices belongs to D, so
w.l.o.g. v ∈ D ∩ M . Let p be the index with
v ∈ Ap.

Since (V, Sj)[Ap] is connected, this
implies Ap ⊆ D. Next, (D,Y ∩ E[D]) is a
tree and by the choice of e, it contains no
edge from

⋃q
p′=1 δ(Bp′). Therefore, D ⊆ Bp

and hence, D∩M = Ap. The Claim is proved.
Now, take an index p and an edge e as in

the Claim. Consider the path P in Sk that
connects the endpoints of e. Since e ∈ δ(Bp),
P has an edge f ∈ δ(Bp) ∩ Sk = δ(Ap) ∩ F .
Thus, (V, Sk + e − f) is a tree. The path in Sj that connects the endpoints of
f contains e by the Claim. Thus, (V, Sj − e + f) is a tree. We have f ∈ E[M ]
since f ∈ F , and e �∈ E[Ui] as e ∈ Y ∩ δ(Bp). ��

Now we make (V, Sj)[Ui] connected without destroying previously obtained
properties:

Lemma 6. Let S1, . . . , Sr ∈ S such that x∗ = 1
r

∑r
j′=1 χSj′ . Let 1 ≤ j ≤ r and

1 ≤ i ≤ � − 1 such that j ≤ θi and |Sj ∩ Ch| = 1 for all h < i with j ≤ θh. Then
we can find Ŝ1, . . . , Ŝr ∈ S in polynomial time such that x∗ = 1

r

∑r
j′=1 χŜj′ , and

Ŝj′ = Sj′ for all j′ < j, and |Ŝj ∩ Ch| = 1 for all h < i with j ≤ θh, and
(V, Ŝj)[Ui] is connected.

Proof. Assume that (V, Sj)[Ui] is disconnected, i.e., |Sj ∩ E[Ui]| < |Ui| − 1. Let
h be the largest index smaller than i with j ≤ θh. Such an index must exist
because θ0 ≥ θi ≥ j.

Case 1: |Sj ∩ E[Ui\Uh]| < |Ui\Uh| − 1.
Let M := Ui\Uh. Note that |Sj ∩ δ(Ui\M)| = |Sj ∩Ch| = 1. Since (V, Sj)[M ]

is not connected, by Lemma 2 there exists an index k > j such that (V, Sk)[M ]
is connected.

Now we apply Lemma 5 and obtain two trees Ŝj := Sj − e + f and Ŝk :=
Sk + e − f with e /∈ E[Ui] and f ∈ E[M ].

We have |Ŝj ∩ E[Ui]| = |Sj ∩ E[Ui]| + 1 and |Ŝj ∩ Ch′ | ≤ |Sj ∩ Ch′ | for all
h′ ≤ h and hence |Ŝj ∩ Ch′ | = 1 for h′ ≤ h with j ≤ θh′ . Note that j > θi′ for all
h < i′ < i, so a new edge f in such cuts Ci′ does no harm.

We replace Sj and Sk by Ŝj and Ŝk and leave the other trees unchanged. If
(V, Ŝj)[Ui] is still not connected, we iterate.
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CiCh

v w

ê

f

W
connected in Sj

M

Fig. 2. Tree Sj green/thin, Ŝk′

red/bold. The dashed edge f
is added to Sj by applying
Lemma 5. (Color figure online)

Case 2: |Sj ∩ E[Ui\Uh]| = |Ui\Uh| − 1.
(V, Sj)[Uh] is connected since |Sj ∩ Ch| = 1.
Moreover, (V, Sj)[Ui\Uh] is connected, but
(V, Sj)[Ui] is disconnected. Therefore, Sj must
contain an edge in Ch ∩Ci and Sj ∩Ch ⊂ Sj ∩Ci

and (V, Sj)[Ui] has exactly two connected com-
ponents: Uh and Ui\Uh (For illustrations, see
Fig. 2).

Case 2a: h > 0. Let g be the largest index
smaller than h with j ≤ θg. Set M := Ui\Ug.
Note that |Sj ∩ δ(Ui\M)| = |Sj ∩ Cg| = 1.
By Lemma 2 there exists an index k ≥ j with
(V, Sk)[M ] connected. As (V, Sj)[M ] is not con-
nected, we have k > j.

Case 2b: h = 0. Set M := Ui. Note that |Sj ∩ δ(Ui\M)| = |Sj ∩ δ(∅)| = 0. By
Lemma 2, there exists an index k ≥ j such that (V, Sk)[M ] is connected. Since
(V, Sj)[M ] is not connected, k > j.

Note that in both cases 2a and 2b, (V, Sj)[M ] is disconnected. Now we apply
Lemma 5 to Sj and Sk and obtain two trees Ŝj := Sj −e+f and Ŝk := Sk+e−f

with e /∈ E[Ui] and f ∈ E[M ]. We replace Sj and Sk by Ŝj and Ŝk and leave the
other trees unchanged. Then (V, Ŝj)[Ui] is connected. We have |Ŝj ∩Ch′ | = 1 for
all h′ < h with j ≤ θh′ , but we may have |Ŝj ∩ Ch| = 2 since E[M ] ∩ Ch �= ∅.

Assume |Ŝj ∩Ch| = 2 (otherwise we are done). Then Ŝj ∩Ch ∩Ci = Sj ∩Ch ∩
Ci = Sj ∩ Ch, and this set contains precisely one edge ê = {v, w} (where v ∈ Uh

and w ∈ V \Ui). By Lemma3 there exists an index k′ > j with Ŝk′ ∩Ch ∩Ci = ∅.
Let W be the set of vertices reachable from w in (V, Ŝj\Ci). Since (V, Ŝj)[Ui]

is connected, Ŝj ∩ δ(W ) = {ê}. The unique path in (V, Ŝk′) from v to w contains
at least one edge f̂ ∈ δ(W ). Note that f̂ /∈ Ch by the choice of Ŝk′ . We replace
Ŝj and Ŝk′ by ˆ̂

Sj := Ŝj − ê + f̂ and ˆ̂
Sk′ := Ŝk′ + ê − f̂ . Then (V,

ˆ̂
Sj)[Ui] is still

connected and | ˆ̂Sj ∩ Ch′ | = 1 for all h′ < i with j ≤ θh′ . ��
Lemma 7. Let S1, . . . , Sr ∈ S such that x∗ = 1

r

∑r
j′=1 χSj′ . Let 1 ≤ i ≤ � − 1

and j ≤ θi such that (V, Sj)[Ui] is connected and |Sj ∩ Ch| = 1 for all h < i

with j ≤ θh. Then we can find Ŝ1, . . . , Ŝr ∈ S in polynomial time such that
x∗ = 1

r

∑r
j′=1 χŜj′ and Ŝj′ = Sj′ for all j′ < j and |Ŝj ∩ Ch| = 1 for all h ≤ i

with j ≤ θh.

Proof. Suppose |Sj ∩ Ci| ≥ 2. Then by Lemma 4 there exists an index k > θi

with |Sk ∩Ci| = 1. We will swap a pair of edges, reducing |Sj ∩Ci| and increasing
|Sk ∩ Ci| while maintaining the other properties (For illustrations, see Fig. 3).
Let Sk ∩ Ci = {{x, y}} with x ∈ Ui and y ∈ V \Ui. Let A be the set of vertices
reachable from y in (V, Sj\Ci). Note that A∩Ui = ∅. We have |δ(A)∩Sj ∩Ci| = 1
because (V, Sj)[Ui] is connected. So let e = {v, w} ∈ (Sj ∩Ci)\δ(A), with v ∈ Ui

and w ∈ V \Ui. Let B be the set of vertices reachable from w in (V, Sj\Ci). We
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have w ∈ B, y ∈ A, and A∩B = ∅ by the choice of e. Consider the path P in Sk

from w to y. Note that P does not contain any vertex in Ui because |Sk ∩Ci| = 1.
But P contains at least one edge f ∈ δ(B).

Ci

v w

x y

e

A

B

f

P

Fig. 3. Tree Sj green/
thin, Sk red/bold (Color
figure online)

We will swap e and f . Since Sk ∩ Ci = {{x, y}}, the
w-v-path in Sk contains P . Therefore, Ŝk := Sk + e − f
is a tree. On the other hand, the path in Sj connect-
ing the endpoints of f must use an edge in δ(B). Since
Sj ∩E[Ui] is connected and Sj ∩ (δ(B)\Ci) = ∅, e is the
only edge in δ(B) ∩ Sj and thus, Ŝj := Sj + f − e is a
tree.

Since f ∈ E[V \Ui] and e ∈ Ci, we have |Ŝj ∩ Ci| =
|Sj ∩ Ci| − 1 and |Ŝj ∩ Ch| = |Sj ∩ Ch| for all h < i

with j ≤ θh. Moreover, (V, Ŝj)[Ui] is still connected.
As before, we replace Sj and Sk by Ŝj and Ŝk and
leave the other trees unchanged. If |Ŝj ∩ Ci| > 1, we
iterate. ��

Now the proof of Theorem 2 is a simple induction.
We scan the indices of the trees j = 1, . . . , r in this
order. For each j, we consider all narrow cuts Ci with
j ≤ θi. Since x∗(δ(s)) = x∗(δ(t)) = 1, we always have |Sj ∩ C0| = 1 and
|Sj ∩ C�| = 1 for all j = 1, . . . , r. Now let i ∈ {1, . . . , � − 1} with j ≤ θi.
Assuming |Sj ∩ Ch| = 1 for all h < i with j ≤ θh, we first apply Lemma 6 and
then Lemma 7. The new tree then satisfies |Sj ∩Ch| = 1 for all h ≤ i with j ≤ θh,
and S1, . . . Sj−1 remain unchanged.

3 Obtaining the Distribution in Polynomial Time

So far it was not clear whether the number r of trees in our distribution can be
polynomially bounded. In this section we show two solutions to this question.

First, one can start with an arbitrary distribution p with at most 2n−2 trees
S with pS > 0 and round the coefficients down to integral multiples of ε

2n2 for a
sufficiently small constant ε > 0, and then scale up all coefficients so that their
sum is 1 again. This way we will get a vector x close to x∗ that we can write as
x =

∑r
j=1

1
r χSj , where r ≤ 2n2

ε and Sj ∈ S for j = 1, . . . , r. It is not difficult to
show that x ∈ R

E
≥0 satisfies the properties

x(δ(s)) = x(δ(t)) = 1 and x∗(F ) − ε ≤ x(F ) ≤ x∗(F ) + ε for all F ⊆ E. (2)

In the full version of this paper [arXiv:1511.05514] we show that the proof in
Sect. 2 also works in this case. More precisely:

Theorem 3. Given S1, . . . , Sr ∈ S, a feasible solution x∗ of (1) and ε ≥ 0 such
that x = 1

r

∑r
j=1 χSj satisfies (2), we can find Ŝ1, . . . , Ŝr ∈ S in polynomial time

such that x = 1
r

∑r
j=1 χŜj , and for every C ∈ C there exists a k ∈ {1, . . . , r} with

k
r ≥ 2 − x∗(C) − ε and |C ∩ Ŝj | = 1 for all j = 1, . . . , k.

http://arxiv.org/abs/1511.05514
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This is sufficient to obtain the claimed approximation ratio if ε is chosen
small enough. However, Kanstantsin Pashkovich [private communication, 2015]
suggested a more elegant solution: Theorem 2 implies a stronger version in which
r can be chosen to be less than 2n2 and the trees and p can be found in polynomial
time. We now explain how.

As before, fix an optimum basic solution x∗ of (1). Let ξ1 > · · · > ξk = 1 be
the distinct values among {x∗(C) : C ∈ C} and ξ0 := 2. Note that k ≤ � ≤ n − 2
by Lemma 1. Then Theorem 2 implies that the polytope defined by

k∑

h=1

(ξh−1 − ξh)xh = x∗

xh(Ci) = 1 (1 ≤ h ≤ k, 0 ≤ i ≤ �, x∗(Ci) ≤ ξh)

xh(E) = n − 1 (1 ≤ h ≤ k)

xh(E[U ]) ≤ |U | − 1 (1 ≤ h ≤ k, ∅ �= U ⊂ V )

xh
e ≥ 0 (1 ≤ h ≤ k, e ∈ E)

is nonempty: if S1, . . . , Sr and p1, . . . , pr are as in Theorem 2, then

xh =
r∑

j=1

max
{
0, min

{
2 − ξh,

∑
j′≤j pj′

} − max
{
2 − ξh−1,

∑
j′<j pj′

}}

ξh−1 − ξh
χSj

defines a feasible solution. We can find a vector x in this polytope in poly-
nomial time by the ellipsoid method because the separation problem can be
solved in polynomial time. Then, writing each xh as convex combination xh =
∑2n−2

j=1 ph
j χSh

j of 2n − 2 spanning trees, and setting S(h−1)(2n−2)+j := Sh
j and

p(h−1)(2n−2)+j := (ξh−1 − ξh)ph
j for h = 1, . . . , k and j = 1, . . . , 2n − 2, yields a

decomposition x∗ =
∑k(2n−2)

j=1 pjχ
Sj with at most (2n−2)(n−2) spanning trees

and the properties of Theorem 2.

4 Analysis of the Approximation Ratio

In this section, we will analyze the best-of-many Christofides algorithm on a
distribution as in Theorem 2. We follow the framework from Vygen (2015) (based
on An, Kleinberg and Shmoys 2015 and Sebő 2013); see the end of Sect. 1 for an
intuition. In particular, we use the following definition and lemma from Vygen
(2015):

Definition 1. Given numbers 0 ≤ γS ≤ 1 for S ∈ S and β < 1
2 , we define the

benefit of (S,C) ∈ S × C to be bS,C := min
{

β(2−x∗(C))
1−2β , γS

}
if |S ∩ C| is even,

bS,C := 1 − γS if |S ∩ C| = 1, and bS,C = 0 otherwise.
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Lemma 8. Let 0 ≤ β < 1
2 and 0 ≤ γS ≤ 1 for S ∈ S. Let p be a distribution on

S with x∗ =
∑

S∈S pSχS. If
∑

S∈S
pSbS,C ≥ β

1−2β (2 − x∗(C))
∑

S∈S:|S∩C| even
pS (3)

for all C ∈ C, then the best-of-many Christofides algorithm run on the trees
S ∈ S with pS > 0 returns a solution of cost at most (2 − β)c(x∗)

We now show how to set the γ-constants in order to maximize the benefits,
with the ultimate goal to choose β as large as possible.

Lemma 9. Let S1, . . . , Sr ∈ S such that x∗ = 1
r

∑r
j=1 χSj , r is even, and for

every C ∈ C there exists a k ∈ {1, . . . , r} with k
r ≥ 2 − x∗(C) and |C ∩ Sj | = 1

for all j = 1, . . . , k.
We set δ := 0.126, and γSj

= δ if j ≤ r
2 and γSj

= 1 − δ otherwise. Choose
β such that β

1−2β = 3.327. Then

1
r

r∑

j=1

bSj ,Ci
≥ 3.327 (2 − x∗(Ci)) 1

r |{j : |Sj ∩ Ci| even}| (4)

for all i = 0, . . . , �.

For the proof of this lemma, see the full version of this paper
[arXiv:1511.05514]. Now we obtain our approximation guarantee:

Theorem 4. There is a 1.566-approximation algorithm for the s-t-path TSP.

Proof. Let x∗ be an optimal solution to (1). Let S1, . . . , Sr′ ∈ S and rational
p1, . . . , pr′ > 0 as in Theorem 2. We showed in Sect. 3 how to obtain this in
polynomial time. Therefore, we can apply Lemma 9 to the trees S1, . . . , Sr′ with
appropriate multiplicities and obtain inequality (3) for β

1−2β = 3.327. Equiva-
lently, β = 3.327

7.654 > 0.434.
Thus, the conditions in Lemma 8 are met and best-of-many Christofides yields

an approximation ratio of at most 2 − β < 1.566. ��

5 Conclusion

The approximation ratio can probably be improved slightly by choosing the γSj

differently, but still depending only on j
r . However, using an analysis based on

Lemma 8, one cannot obtain a better approximation ratio than 14
9 because the

benefit can never be more than one and there can be cuts C with x∗(C) = 3
2

and
∑

S∈S:|S∩C| even pS = 1
2 ; therefore β

1−2β ≤ 4. Our ratio is already close to
this threshold.

On the other hand, it is not impossible that the best-of-many Christofides
algorithm on a distribution like the one obtained in Theorem2, or even on an
arbitrary distribution, has a better approximation ratio, maybe even 3

2 .
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