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Abstract

The Floyd-Warshall algorithm is a simple and widely used algorithm to compute
shortest paths between all pairs of vertices in an edge weighted directed graph.
It can also be used to detect the presence of negative cycles. We will show that
for this task many existing implementations of the Floyd-Warshall algorithm
will fail because exponentially large numbers can appear during its execution.
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1. Introduction

The Floyd-Warshall algorithm [3] (see Figure 1) is a simple and widely
used algorithm to compute shortest paths between all pairs of vertices in an
edge weighted directed graph. This algorithm has a worst-case runtime of
O(n?) for graphs with n vertices. There exist several algorithms with a bet-
ter worst-case runtime [4, 11, 6, 12, 16, 13, 2, 7, 1, 5], the best of these al-
gorithms currently achieve a runtime of O(n?loglogn/log?n) [5] respectively
O(mn+n?loglogn) [9]. However, these algorithms are much more complicated
than the Floyd-Warshall algorithm and involve complicated data structures.
Therefore, in many cases the Floyd-Warshall algorithm is still the best choice.

The Floyd-Warshall algorithm outputs the correct result as long as no neg-
ative cycles exist in the input graph. In case that a negative cycle exists, com-
puting a shortest (simple) path is an NP-hard problem (see e.g. [8]) and the
Floyd-Warshall algorithm will not output the correct result. Rather, it will de-
tect the presence of a negative cycle by checking that there is a negative entry
in the diagonal of the matrix M (lines 8 and 9 in Figure 1). In many widely
used implementations this is done as shown in Figure 1. See for example the
books [14, 10] or the implementation and the comments given in the section
”Behaviour with negative cycles” in Wikipedia [15]. We will show that for such
implementations there exist simple examples in which the matrix M can have
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exponentially large entries and thus an overflow may occur during the execution
of the Floyd-Warshall algorithm. As we will see the numbers in M not only can
double but can grow by a factor of six in each iteration.

Floyd-Warshall-Algorithm

Input: A digraph G with V(G) = {1,...,n} and weights ¢ :
EG) —R

Output:  An n x n matrix M such that M][i, j] contains the length
of a shortest path from vertex i to vertex j.

[i,4] :=0 Vi
[i, ] := c((i,5)) V(i,5) € E(G)
for i:=1ton do

M
M
M

for j:=1ton do
for k:=1ton do
if M[j,k] > M[j,i] + M[i, k] then M[j, k] := M|j,i] + M][i, k]
for i:=1tondo
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if MJi,i] < 0 then return(’graph contains a negative cycle’)

Figure 1: The Floyd-Warshall algorithm for computing the lengths of shortest paths between
all pairs of vertices in a directed graph with possibly negative edge weights.

2. Exponentially large numbers in the Floyd-Warshall algorithm

In the following let G = (V, E) be a directed graph with |V| = n and let
¢: E(G) — R be an arbitrary weight function on the edges of G. By cimax we
denote the largest absolute value that an edge weight in G has, i.e., ¢pax =
max.cp(c){|c(e)|}. Using this value one can easily bound the largest number
that appears in the matrix M during the execution of the Floyd-Warshall algo-
rithm under the assumption that no negative cycle exists in the input graph. We
denote by || M ||max the maximum norm of the matrix M where we ignore entries
with the symbolic value of oo, i.e., ||M||max = max; j{|M[i, j]| with M[i,j] #
oo}

Proposition 1. If the input graph of the Floyd-Warshall algorithm does not
contain a negative cycle then

||M||1’H8«X < n: Cmax
at any time during the execution of the algorithm.

ProOF. If no negative cycle exists in the input graph then at any time of the
execution of the Floyd-Warshall algorithm an entry M[i, j] # oo contains the
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length of some path from vertex i to vertex j. As such a path can consist of at
most n — 1 edges the result follows.

In contrast to the above result we will now prove that the entries of the
matrix M can become exponentially large, if the input graph is allowed to
contain negative cycles.

Theorem 2. There ezist graphs such that
|M||max = 2-6"" - Cmax
during the execution of the Floyd-Warshall algorithm.
PRrROOF. Consider the following graph on vertices 1,...,n with edge set £ =
{(1,9)1 <i<n}U{(1)]2<i<n}. Letc(e):=—1forall e € E. We now

prove by induction on the number ¢ of executions of the outer for-loop in the
Floyd-Warshall algorithm (line 4 in Figure 1) that the following equations hold:

1 .
Mli,i] = —3°¢ (1)

1 .
Mli,j] = —5-6, forj>i 2)

1 .
Mlj,i] = —5-6”, for j > (3)
M[i+1,j] = —6' forj>i. (4)

For ¢ = 1 this is easily seen to be true: For j = 1 line 7 of the algorithm sets
M1, k] to the value M[1,1]4+ M1, k] for k =1,...,n. This rebults in M[1,1] =
—1+(-1)=—-2=—3-6"and M[1,k] = —2+( 1) = —3 = —1.6'. Similarly
we have M[j,1] = M[j,1]+ M[1,1] = -1+ (-2) = -3 = —3 61 for 2 <j<n.
Finally for j > 1 we have M[2,j] = M[2,1]+ M[1,4] = —3—|—( 3) = —6.

For i > 1 we use (4) to obtain M[i,i] = M[i,i]+ M][i,i] = —6""1 +(—=6"1)
- 6" which proves (1). From (4) we also get M[i,j] = M[i,i] + M[z,]]
60+ (— 6i’1) = 6i for j > 4. Similarly M[i,j] = M[j,i] + M[i,i] =

=l (- 6i)—— 6% for j > 4. Finally we have M[i+1,j] = M[i+1,i] +

M[l]]:—:i 6" + (— -6):—6’f01"]>2

Thus we get from (1): M[n,n] = 3 26" = —2-6""1. As we have cpax = 1

in our graph the result follows.

|
@C»Jl»—ml»—‘
/—\M|>_\M|H | —
l\?l»—t
I

The graphs that are constructed in Theorem 2 contain one negative loop, i.e.,
a negative cycle of length 1. However, it is easily seen that exponentially large
numbers can appear even if there do not exist short negative cycles: Simply
subdivide all negative edges a suitable number of times. By doing so one can
easily see that the largest entry of M still can grow as (6™ - ¢pax)-
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3. Conclusion

We have shown that during the execution of the Floyd-Warshall algorithm
exponentially large numbers may occur, if the input graph contains negative
cycles. Theorem 2 implies that even for graphs with less than 30 vertices and
60 edges with weight —1 it may happen that during the execution of the Floyd-
Warshall algorithm numbers with absolute value larger than 264 occur. This
shows that for larger graphs it can be quite likely to have subgraphs causing an
overflow.

Of course, there is a simple way to avoid this pitfall: Instead of checking
for negative cycles at the end of the algorithm one can include lines 8 and 9
in Figure 1 in the for-loop in line 6 without increasing the worst-case runtime.
Another possibility is to first use the Bellman-Ford algorithm [8] to detect nega-
tive cycles in O(mn) and to start the Floyd-Warshall algorithm only if the input
graph has no negative cycles. Most implementations of the Floyd-Warshall al-
gorithm we have seen apply neither of these two solutions and therefore might
fail if negative cycles exist in the input graph. With this note we want to make
aware of this potential pitfall.
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