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Exercise 13.1:
Let E be a finite set and f : 2E → R. Prove that f is submodular if and only if
f(T ∪ {e})− f(T ) ≤ f(S ∪ {e})− f(S) for all S ⊂ T ⊂ T ∪ {e} ⊆ E. (4 Points)

Exercise 13.2:
Prove that the set of vertices of the base polyhedron of a submodular function f :
2E → R with f(∅) = 0 is precisely the set of vectors b≺ for all total orders ≺ of E,
where b≺(e) := f({v ∈ E | v � e})− f({v ∈ E | v ≺ e})) for all e ∈ E. (4 Points)

Exercise 13.3:
Let S be a finite set and f : 2S → R. Define f ′ : RS

≥0 → R as follows. For any
x ∈ RS

≥0, there are unique k ∈ Z≥0, λ1, . . . , λk > 0 and ∅ ⊂ T1 ⊂ T2 ⊂ . . . ⊂ Tk ⊆ S

such that x = ∑k
i=1 λiχ

Ti , where χTi is the incidence vector of Ti. Then f ′(x) :=∑k
i=1 λif(Ti). Prove that f is submodular if and only if f ′ is convex. (4 Points)

Exercise 13.4:
Prove that for each ε > 0, there is a finite set Eε and a
submodular function fε : 2Eε → R≥0 such that the Deter-
ministic Double Greedy Algorithm for USM (Algorithm 12
from the lecture) provides only a (1

3 + ε)-approximation on
(Eε, fε).
Hint: Consider the cut function of the weighted graph on
the right. The weight of dashed edges is 1 − ε, the weight
of all other edges is 1. (4 Points)

Deadline: Tuesday, January 20, 2015, before the lecture.
Information: Submissions by groups of one or two students are allowed.


